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5.1 INTRODUCTION

SPSS offers a wide range of graphs and charts, some of which we have already made use of in Chapters 2, 3 and 4. In this chapter, we shall look more closely at some aspects of graph-drawing in SPSS.

For monochrome printing, the Chart Editor can be used once a graph or chart has appeared in the Viewer to remove the colours and replace them with patterns. It is better, however, to change the default settings beforehand as follows:

- Choose Edit➜Options… and select the Charts tab in the Options dialog box.
- Within the Style Cycle Preference selection panel, select Cycle through patterns only.
- Click Fills… . Select the pattern you want for Simple Charts and delete the empty pattern box in Grouped Charts by clicking the radio button for Grouped Charts, selecting the empty box pattern and clicking Remove. Click Continue.
- Click Apply, then OK.
5.2 BAR CHARTS

This section describes the production of simple bar charts, clustered bar charts, and panelled bar charts.

5.2.1 Simple bar charts

A simple bar chart summarizes the distributions of a scale or continuous variable at different levels of one categorical variable only, such as the experimental condition under which the participants in a study performed. We shall use the data from the caffeine experiment in Ch5 Caffeine and Gender.sav at http://www.psypress.com/spss-made-simple.

A simple bar chart for comparing the means scores of groups of participants such as those in the caffeine experiment (Chapter 2) can be obtained as follows:

- Choose Graphs ➔ Chart Builder…

- A warning box will appear asking you to ensure that each variable has been defined in the Measure column of Variable View as Scale, Ordinal or Nominal, and that the values of categorical variables have been labelled. Should you have forgotten to do either of these things, you can enter the information at this point by completing the warning dialog. Otherwise, click OK to continue.

- In the Choose From list, highlight Bar to display, in the Gallery, pictures of the different kinds of bar chart. Click the first (top left) picture of simple bars to highlight it and then drag the template to the Chart preview in the panel above (Figure 1).

- In the Element Properties dialog box, check Display error bars and Apply to return to the Chart Builder and see the error bars included in the template.

- In the Variables list, click Score and drag it to the Y-Axis drop zone in the Chart preview. Move Experimental Condition to the X-Axis drop zone.

- To add a title, click Titles/Footnotes tab and then, in the list of check-boxes that will appear in place of the gallery of graphics choices, click Title 1. A panel will appear in the Element Properties dialog box, where a title such as ‘Means and 95% Confidence Intervals’ can be typed in. Click Apply, followed by Close. The marker T1 will appear at the top of the preview if a title has been requested.

- Finally, back in the Chart Builder, click OK to create the chart (Output 1).
5.2.2 Clustered bar charts

A **clustered bar chart** is a graph in which, instead of only a single bar over each of the categories on the horizontal axis, there is a **cluster** of bars, each bar in the cluster representing a category in a second categorical variable. Suppose that, in addition to the Experimental Condition variable, the data set also contained the Gender of the participants. A clustered bar chart could then be plotted with Experimental Condition as the first categorical variable and Gender as the clustering variable.
- Select Bar from the **Choose from** list. The appropriate array of choices will appear in the **Gallery** (Figure 2).

- Drag the **Clustered Bar** template into the **Chart Preview** area.

- From the **Variables** list, drag the three variables into their appropriate drop zones (Figure 3).

- In **Element Properties**, check **Display error bars** and click **Apply** to see the error bars added to the outline in the Chart preview (Figure 4).

---

**Figure 2.** The *bar chart gallery*

**Figure 3.** The three drop zones

http://www.psypress.com/spss-made-simple/
Figure 4. Chart preview after specification of the cluster variable and error bars

- Click **OK** to produce the clustered bar chart (Output 2).
5.2.3 Panelled bar charts

In Chapter 2, we showed how to display histograms for different groups either in rows or in columns. This operation is known as **panelling**. Bar charts can be panelled in exactly the same way as can histograms. Suppose that we want to display simple bar charts of the scores in the Caffeine experiment for the males and females in a side-by-side panelled display. Proceed as follows.

- Select **Bar** from the **Choose from** list. The appropriate array of choices will appear in the **Gallery**.
- Choose **Simple Bar** from the **Gallery** and drag the template into the **Chart Preview** area.
- From the **Variables** list, click and drag **Score** into **Y-Axis** drop zone in the **Chart Preview** and similarly transfer the grouping variable to the **X-Axis** drop zone.
- Click on **Element Properties**, order error bars and click **Apply** to return to the **Chart Builder** to see the error bars in the Chart preview.
- In the **Chart Builder**, click the **Groups/Point ID** tab and check **Columns panel variable**. (**Columns panelling** displays the figures in a row; **Rows panelling** displays them in a column.)
- Drag the grouping variable into the drop zone labelled **Panel?** (Figure 5)
- Click **OK** to produce the panelled bar charts, which are shown in Output 3.

![Figure 5. Drop zone for the panelling variable](http://www.psypress.com/spss-made-simple/)
Output 3. Panelled bar charts

5.2.4 Editing a bar chart

The figure in Output 3 has been slightly edited: the thickness of the bars has been adjusted; and shading has been introduced to distinguish more sharply between the Caffeine and Placebo groups. The original version in the Viewer had thicker bars and no shading.

- Double-click the chart to open the Chart Editor (Figure 6). In the Editor, you will see the unedited figure that first appeared in the Viewer.
- Double-click on the bars to open the Properties dialog box. If necessary, click the Fill & Border tab.
- You will notice that all four bars are surrounded by a faint yellow border. We want to change the fill of the Caffeine bars from a self-colour to a pattern. Single-click, say, the Caffeine bar in the Male part of the figure. You will see that this bar retains its yellow border; whereas the remaining bars lose theirs. This means that any editing requested will apply to that bar only.

TIP
Single-click one of the selected bars to select that bar alone
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In **Properties**, click the drop-down menu labelled **Pattern** and make a selection from the array (Figure 7). Click **Apply** to produce the pattern in the selected bar only.

Single-click the other Caffeine bar to select that bar only and repeat the operation. Figure 7 shows the point where the selection has been made, but the **Apply** button has yet to be clicked and the target bar remains self-coloured.

Click on the tab labelled **Bar Options** and adjust the width of the bars as shown in Figure 8.

Click **Apply** to implement the change and **Close** to leave **Properties**.

Back in the Chart Editor, choose **File** ➔ **Close** to leave the Chart Editor. The figure should now appear as in Output 3.

---

**Figure 6. The Chart Editor**
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Figure 7. Selecting a filler pattern for the Caffeine bar in the Female column of the panel.

1. Click to choose a pattern for the bar.
2. Click to run.

Pattern inserted by previous operation.

Chosen pattern will appear in selected bar.

Click to leave properties.
Figure 8. Adjusting the widths of the bars

**Editing captions and titles on figures**

When there is a figure in the Chart Editor, it is possible to edit titles, subtitles footnotes or captions by double-clicking on the area of the figure concerned to produce a selection frame, then single-clicking to produce a red cursor. This is crucial – double-clicking will not produce the cursor. See Figure 9.
Changing the orientation of a label on the vertical axis of a graph

The initial orientation of the caption on the vertical axis of the figure was vertical: the text read in a bottom-up direction (Figure 9). To change the orientation of the caption, so that the text will read from right to left, proceed as shown in Figure 10.

5.3 ERROR BAR CHARTS

An alternative to a bar graph is an Error Bar chart, in which the mean of the scores in a particular category is represented by a single point. The spread is represented by a vertical line (T-bar or whiskers) passing through the point. The user can choose, as a measure of spread, the confidence interval on the mean, multiples of the standard deviation or multiples of the standard error of the mean. Output 4 is a clustered error bar chart summarising the results of the drug experiment.

http://www.psypress.com/spss-made-simple/
The production of an error bar chart with the Chart Builder is analogous to the production of bar graphs and raises no new issues.

Output 4. A clustered error bar chart with Experimental Condition as the category variable and Gender as the cluster variable

The symbols used for the means and the form of the lines used for the error bars can be changed by double-clicking anywhere within the graphic to open the Chart Editor. Double-clicking on the appropriate symbol or line in the Gender key will open the corresponding Properties dialog box where changes can be made.

You will notice that in Output 4, there are no lines linking the error bars. This is entirely appropriate, since the bars represent qualitatively distinct categories. In other circumstances, however, as when the categories are ordered, it may be desirable to join up the points (when there are more than two) with interpolation lines. This is easily achieved in the Chart Editor by clicking the means to highlight them, selecting the Elements drop-down menu and clicking Interpolation line (or alternatively clicking the icon at right).
5.4 BOXPLOTS

Three types of boxplots are available in Chart Builder, the single boxplot (called 1-D Boxplot in the gallery), the simple boxplot for plotting the boxplots across categories of a grouping variable and the clustered boxplot for plotting boxplots across categories of two grouping variables.

Output 5 shows the boxplots of Score for the Placebo and Caffeine groups, clustered by Sex. Notice in the output that there is one case identified as an outlier with ‘o’. Any extreme case would have been identified with an asterisk (*).

The production of boxplots with the Chart Builder proceeds in a manner analogous to the drawing of histograms and bar charts and presents no new issues.

Output 5. Boxplots of scores of the Placebo and Caffeine groups clustered by Sex

5.5 PIE CHARTS

The pie chart is an alternative to a bar graph, which provides a picturesque display of the frequency distribution of a qualitative variable. It is useful for displaying the relative frequencies of observations in the same set of categories over time or for bringing out the varying compositions of two things, such as conservative versus risky investment portfolios.
Pie charts can be panelled in a similar way to bar charts and histograms. Output 6 is a pie chart showing the percentages of the different blood groups in the sample we studied in Chapter 4. (The data are in Ch4 Height, Weight, Sex & Blood group.sav at http://www.psypress.com/spss-made-simple.)

Output 6. A 3-D Pie Chart showing the distribution of Blood Group with the Group B sector 'exploded' for greater salience

The pie chart in Output 6 has been edited in the Chart Editor to impart a three-dimensional appearance and 'explode' the Group B sector.

5.6 LINE GRAPHS

Like a scatterplot, a line graph depicts the relationship between two continuous or scale variables, such as weight and height. In a line graph, as in a histogram, the entire range of a one variable (say height) is stepped out in equal intervals along the horizontal axis. Above the midpoint of each interval, in the body of the graph, a point is placed with height on the y-axis proportional to the mean weight of all cases with heights falling within the interval on the horizontal axis. Finally, adjacent points are joined by straight lines.

Line graphs can be drawn with just one line or more than one line in the graph; and like bar charts and pie charts, they can also be panelled.

In this section, we shall use the Chart Builder to draw line graphs depicting the relationship between weight and height in the men and women in one of the data sets we explored in Chapter 4. To do this, we must first divide the total range of height into equal intervals, a task for which we need a special procedure known as visual binning.
5.6.1 The Visual Binning procedure

In order to draw the line graphs, we must first divide the entire range of the variable that is going to be on the horizontal axis of the graph (height) into equal intervals and specify a representative value for each interval. This is done automatically in SPSS’s Histogram procedure. In the histogram, the intervals are known as class intervals. Elsewhere, however, class intervals are known as bins and we shall need to use a special procedure known as binning to divide the total range of height into bins, with fixed bin width.

We shall use SPSS’s Visual Binning procedure to divide the total range of the men’s heights into intervals or bins, the largest and smallest of which are open-ended, so that all scores are included. Proceed as follows.

- Choose Transform ➔ Visual Binning to open the initial Visual Binning dialog box and transfer the variable Height to the Variables to bin box on the right. (See Figure 11.)

![Visual Binning dialog box](http://www.psypress.com/spss-made-simple/)

**Figure 11. The initial Visual Binning dialog box with the target variable transferred**

Click the Continue button to enter the main Visual Binning dialog box, which shows a histogram of the distribution of Height, tells us that 2000 cases have been scanned and gives the minimum and maximum values of Height in our data set as 156.28cm and 205.09cm, respectively (See Figure 12).

We shall want about 12 class intervals or bins. The cutpoints will appear in the histogram when the bins are specified. We are going to enter, as Values in the Value column, the upper limits of the intervals. If we want 12 bins, we shall need to specify only 11 cutpoints.
Chapter 5

Figure 12. The main Visual Binning dialog box

Click the Make Cutpoints button. The dialog is shown in Figure 13.

Figure 13. The Make Cutpoints dialog. The third slot must be clicked before the Apply button will become active.
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On returning to the main Visual Binning dialog box, click the Make Labels Button. A column of labels now appears in the spaces under Label. Double-click on these to shorten them (Figure 18). Click the OK button to run the procedure.

![Visual Binning dialog box](http://www.psypress.com/spss-made-simple/)  

**Figure 14.** The main Visual Binning dialog box again, after clicking Make Labels and editing the labels

By choosing View ➔ Value labels, you can see, in Data View, the bin intervals shown in the Label column of the Visual Binning dialog. These intervals also appear in the Values column of Variable View for the variable Hght. With Value labels inactive, you would see only the ordinal numbers of the intervals. If, while in Variable View, you look in the Measure column, you will see that the binned version of Height has been automatically entered as an ordinal variable.

### 5.6.2 Plotting line graphs

We have used the Visual Binning procedure to divide the total range of heights of the participants into 11 bins. This binned version of the Height variable has been stored as the ordinal variable Hght. (Hght is fine for a variable name, provided the technical term bin does not appear in the variable label. You will need to edit the variable label in Variable View: a label such as ‘Height in Centimeters (binned)’ should be avoided.) We are going to plot line graphs on this new variable.
graphs of weight against height for the males and females and present them in a panelled display for comparison. Proceed as follows:

- Open the **Chart Builder**, select **Line** from the **Choose from** list, click the **Simple Line** picture in the gallery and drag it into the **Chart preview** box.
- Click the **Groups/Point ID** tab and choose **Columns panel variable**.
- Transfer the three variables to their correct drop zones, as shown in Figure 15.

![Figure 15. Chart preview with the variables and error bars specified](http://www.psypress.com/spss-made-simple/)

- In **Element Properties**, specify that the statistic for the Y-axis is the mean. Order error bars as well.
- Click **OK** to run the procedure.

The panelled line graph is shown in **Output 7**. **Output 7** has been edited by double-clicking to enter the Chart Editor and specify markers.

http://www.psypress.com/spss-made-simple/
5.7 USING CHART TEMPLATES

Many or all of the attributes of an edited chart can be saved for future use, in what is known as a chart template. Should it be necessary to produce a similar chart on future occasions, time can be saved by opening the template, which will automatically incorporate the final attributes of the edited chart in the new chart that appears in the Viewer. Such attributes include colour and shading and width and spacing of the bars, as well as headings, subheadings and footnotes.

Figure 16 shows the edited version of a chart in the Chart Editor. (The right-hand margin has been dragged to the right to gain control of the position of the original footnote about the error bars.) Realising that we may need to produce a similar chart in the future, we can store the edited version in a chart template as follows.

- Choose File→Save Chart Template… to open the Save Chart Template dialog box (Figure 17).

- Complete the Save Chart Template dialog as shown. On clicking Continue, you enter the Save Template dialog box. Save the template somewhere in your own file space as shown in Figure 18. Leave the Chart Editor.
Open the **Chart Builder** and order a clustered bar chart as before.

Click the **Options** button to enter the **Options** dialog box, part of which is shown in Figure 19.

Click the **Add** button, locate the folder in which you saved the file and open the file to see the file name appear in the **Template Files** box of the **Options** dialog box, below the **Add** button.

Click **OK** to return to the **Chart Builder**. *At this stage you will see no change in the Chart preview.*

In the **Chart Builder**, click **OK** to produce the chart  (Output 8).

It is clear from Output 8, which appeared immediately in the Viewer, that the chart template has preserved all the features of the final edited version of the chart.
More on graphs and charts

1. Check All settings.

2. Make a brief note.

3. Click.

Figure 17. Completing the **Save Chart Template** dialog box

Figure 18. The **Save Template** dialog box
Chart templates are obviously very useful tools. There are, however, some editorial changes that can be made in the Chart Editor, but which would not be preserved in a chart template. In a simple bar chart, for example, you might want to use different shades or patterns for different bars. Such a change would not be preserved in a template. A similar problem would be
encountered should you have used different patterns for selected categories of the x-axis variable separated by panel variable category. It can be done in the Chart Editor, but the change would not be preserved in the chart template. In this context, a clustered bar chart should be seen as two or more simple bar charts, one imposed upon the other: the bars in a cluster can be shaded differently, but are homogeneous within each of the simple component charts. Clustered bar charts, therefore, even when edited, are suitable for storage in a template. This requirement of pattern homogeneity within a simple chart unit, however, is not met when the categories of an X-variable have different patterns or colours across categories of a panel variable.

5.8 A FINAL WORD

In this chapter, we have tried to focus on some aspects of the editing of charts with which users often have difficulty. We have also looked more closely at the Chart Builder and drawn some new displays, such as line graphs.

When you are producing, say, a bar chart, you have the option of creating special effects, such as giving the graph a three-dimensional appearance. The fanciest graphs, however, do not necessarily present the clearest picture of the results of an investigation. Three-dimensional effects, for example, though aesthetically attractive to some, require careful handling; otherwise, they may actually obscure your presentation. The addition of error bars to such a figure creates the impression of tower blocks with a forest of radio masts on their roofs. It is sometimes difficult to discern, in such a cluttered display, the most important features of your results.

It is possible, having spent time editing a chart, to save many or all of its features in a chart template, which can be used to reproduce the final version instantly, whenever this is required.

Exercises

Exercise 6 Charts and graphs, and Exercise 7 Recoding data; selecting cases; line graph are available in www.psypress.com/spss-made-simple and click on Exercises.